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Background

• Named Entity Recognition (NER) aims to annotate each token in a sentence with predefined sets of entity 
types or the non-entity type. 

• The traditional NER paradigm annotates tokens with a fixed set of entity types, and the NER model learns 
this in one go. 

• In a more realistic scenario, NER models need to continuously identify newly emerging entity types without 
the need for retraining from scratch. This is known as Incremental Named Entity Recognition (INER). 

• For instance, Siri voice assistant is often required to extract new entity types (such as genres, actors) to 
comprehend new user intents (e.g., retrieving movie information).



INER Task Definition

• INER aims to gradually train a model through a series of steps, denoted as t=1,...,T, learning an expanding 
set of entity types. 

• At each step, there exists a corresponding training set , containing several pairs ( ), where  
represents the input token sequence and  represents the corresponding label sequence. 

•  contains labels only from the current entity type set , while all other labels (possible old entity types 
or future entity types ) are masked as non-entity type . 

• Learning objective: In the t-th step (t>1), given the old model  and the current training set , train a 
new model  that can identify all entity types up to that point, denoted as .

Dt Xt, Yt Xt

Yt

Yt Et

E1:t−1 Et+1:T eo

Mt−1 Dt
Mt E1:t



Challenges

• Common issues in incremental learning: catastrophic forgetting. 

• Specific issue in INER: semantic drift of non-entity types.



Existing Work
Existing INER methods typically use knowledge distillation to retain the predicted logits, preventing significant changes in model 
weights. 

• ExtendNER AAAI2021[1]: 
Distills the predicted logits of the old model to encourage the new model to produce results similar to those generated by the old 
model. 

• L&R ACL2022[2]: 
Adopts a two-stage learn-and-review (L&R) framework for INER. 
The learning stage is similar to ExtendNER, while the review stage synthesizes samples of old entity types to augment the current 
dataset. 

• CFNER EMNLP2022[3] (SOTA): 
Combines ExtendNER with a causal inference framework. Distills causal effects from non-entity types.



Existing Work's Shortcomings:

• The designed logits distillation did not adequately consider the trade-off between stability and plasticity. 

• Only general forgetting issues were considered, without addressing the specific INER problem, such as the 
semantic drift of non-entity types.



Our Contributions

• We propose a task relation distillation scheme to consider task relationships in different incremental learning 
tasks, mitigating the catastrophic forgetting problem by constituting a suitable trade-off between stability and 
plasticity. 

• We introduce a prototypical pseudo label strategy to utilize the old entity type information contained in the non-
entity type, better tackling the semantic shift problem by correcting the prediction error of the old model and 
producing high-quality pseudo labels.  

• We conduct extensive experiments on ten INER settings of three benchmark datasets (i.e., CoNLL2003, I2B2, and 
OntoNotes5). The results demonstrate that our RDP achieves significant improvements over the previous State-
Of-The-Art (SOTA) method CFNER, with an average gain of 6.08% in Micro F1 scores and 7.71% in Macro F1 
scores.



Method Overview



Method Details

• We propose an effective method called task Relation Distillation and Prototypical pseudo label (RDP) for INER. 

• Firstly, we introduce a task relation distillation scheme that considers task relationships to mitigate catastrophic 
forgetting. This scheme comprises two components: an inter-task relation distillation loss and an intra-task self-
entropy loss, striking a balance between stability and plasticity.  

The inter-task relation distillation loss transfers knowledge from soft labels to the current model's output    probabilities. 
These soft labels are constructed by combining the one-hot ground truth and the output probabilities of the old model, 
which helps capture the inter-task semantic relations between old tasks and between old and new tasks by smoothing the 
one-hot ground truth.  

Moreover, the intra-task self-entropy loss enhances the confidence of the current predictions by minimizing self-entropy. 

• Secondly, we develop a prototypical pseudo label strategy to explicitly retrieve old entity types within the 
current non-entity type for classification, effectively overcoming the semantic shift.  

To correct mistaken labels predicted by the old model and produce high-quality pseudo labels, it exploits the distances 
between token embeddings and type-wise prototypes to reweight the output probabilities of the old model.



Method Details

• Task relation distillation scheme  

The inter-task relation distillation loss  

The intra-task self-entropy loss  

• Prototypical pseudo label strategy 



Experimental Setting

• Datasets

• Partition the training set into disjoint slides, where each slide 
corresponds to a different incremental learning step. 

• In each slide, retain labels only for the entity types to be learned, 
while masking the other labels as non-entity types. 

• INER Settings



Experimental Setting

• Evaluation Metrics

Consideration was given to the issue of imbalanced entity types in NER, utilizing Micro F1 and 
Macro F1 scores to assess model performance. 

A line plot for step-wise performance comparison was created. 

The final performance is the average result across all steps, including the first step. 



Result Analysis
Main Results 

As depicted in the upper part of Table, our RDP achieves improvements over the previous SOTA baseline CFNER ranging from 4.87% to 17.71% in Micro-F1, and 1.77% to 
25.69% in Macro-F1, under four INER settings (FG-1-PG-1, FG-2-PG-2, FG-8-PG-1, and FG-8-PG-2) of the I2B2 dataset. 

Similarly, in the lower part of Table, our RDP achieves improvements over the previous SOTA baseline CFNER ranging from 0.97% to 9.34% in Micro-F1, and 1.77% to 
11.34% in Macro-F1, under four INER settings (FG-1-PG-1, FG-2-PG-2, FG-8-PG-1, and FG-8-PG-2) of the OntoNotes5 dataset.



Result Analysis
Main Results 

As illustrated in Figure, our RDP outperforms the INER baselines in task-wise Micro-F1 comparisons across the eight settings of the I2B2 and OntoNotes5 datasets.  

These results quantitatively confirm the superiority and effectiveness of our RDP compared to competitive baselines, showcasing its ability to learn a robust INER model and 
indicating improved resilience to catastrophic forgetting and background shift problems.



Result Analysis
Ablation Study
•  We conducted ablation studies to analyze the effects of critical components in our RDP, as presented in Table.



Result Analysis
Case Study



Conclusion
• In this paper, we present the RDP method as a solution to address the challenges of catastrophic 

forgetting and background shift in INER.  

• We begin by introducing a task relation distillation scheme to explore the semantic relations between old 
and new tasks, leading to a suitable trade-off between stability and plasticity for INER and, ultimately, 
mitigating catastrophic forgetting.  

• Additionally, we propose a prototypical pseudo label strategy to label old entity types contained in the 
non-entity type, effectively tackling the background shift problem by correcting the prediction error from 
the old model.  

• We conduct extensive experiments on ten INER settings of three datasets: CoNLL2003, I2B2, and 
OntoNotes5. The results clearly show the superiority of our RDP method, outperforming previous SOTA 
methods by a significant margin. Our method offers a promising direction for advancing INER 
techniques and overcoming the challenges posed by incremental learning scenarios.
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